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Let’s begin!! A quite famous anecdote ...

The Neumann-Shannon anecdote1 has been retold so many times that it has clas-
sified by some as an urban legend in science.
Myron Tribus, an American engineer, in one of his 1987 articles, recounts his dis-
cussion with Shannon about the name ”entropy”, as follows:
”The same function appears in statistical mechanics and, on the advice of John von
Neumann, Claude Shannon called it ”entropy”. I talked with Dr. Shannon once
about this, asking him why he had called his function by a name that was already
in use in another field. I said that it was bound to cause some confusion between
the theory of information and thermodynamics. He said that Von Neumann had
told him: ”No one really understands entropy. Therefore, if you know what you
mean by it and you use it when you are in an argument, you will win every time.”
In the ”Introduction” of David Goodstein’s book ”States of Matter” a warning for
the reader appears, which is short of black humor (link on bookmarks bar) ...

1https://www.eoht.info/page/Neumann-Shannon/anecdote
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So what about the name ”entropy” then ...

Is there any connection to the Greek words ”ντρoπη” or ”ντρoπαλη” which, the
second one, since it is a word of feminine gender, means: ”shy girl” in English? ;-)

Of course not!!!!
With its Greek prefix en-, meaning ”within”, and the trop- root here meaning
”change”, entropy basically means ”change within (a closed system)”.
According to American scholar Eric Zencey2: “Clausius coined the term entropy,
from the Greek tropos, or transformation.”
According to Ilya Prigogine, in the ”End of Certainty”, entropy simply means ”evo-
lution” ...

2https://www.eoht.info/page/Entropy/(etymology)
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Gounaris - definition of temperature
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Gounaris - definition of entropy
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Gounaris - definition of entropy as a sum
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Gounaris - maximum of entropy
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Gounaris - the book

Nicholas Petropoulos ( Physics Dept – U. Thessaly ) Questions email to: entropyquest@gmail.com Questions sms to: 697 555 8406 8 / 37



Book of Lyceum - Entropy
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Book of Lyceum - Edition 1985
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Thermodynamic and Statistical Entropy
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Thermodynamic and Statistical Entropy

Claussius (Thermodynamic) Entropy

According to the Clausius equality, for a closed homogeneous system, in which only
reversible processes take place, the entropy variation is defined as, Entropy S is
considered as a state function.
where T the uniform temperature of the closed system and dQ the incremental
reversible transfer of heat energy into that system.

dS ≡ dQ

T
or Sa − Sb ≡

∫ b

a

dQ

T

If non reversible processes take place, then the entropy increases

∆S = Sa − Sb ≥
∫ b

a

dQ

T
,

Fundamental thermodynamic relation

dU = TdS − PdV
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Thermodynamic and Statistical Entropy

Boltzmann (Statistical) Entropy

Ludwig Boltzmann defined entropy, S, as a measure of the number of possible mi-
croscopic states (microstates) of a system in thermodynamic equilibrium, consistent
with its macroscopic thermodynamic properties, which constitute the macrostate of
the system. Therefore the system can be described as a whole by only a few macro-
scopic parameters, called the thermodynamic variables: the total energy E, volume
V , pressure P , temperature T , and so forth,

S(E, V,N, α) = kB lnΩ(E, V,N, α) , (1)
where α represents any other variable which describes the system. The symbol Ω
denotes the number of all possible microstates of the system and it is called the
thermodynamic probability.
The proportionality constant kB = 1.38× 1023J/K = 8.62× 10−5eV/K is one of
the fundamental constants of physics, and it is named the Boltzmann constant.
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Basics of Statistical Mechanics

Statistical Physics Formulae
Definition of entropy S in statistical thermodynamics

S(T, V,N) = −kB
∑
r

pr ln pr , (2)

which, for an isolated system in equilibrium, reduces to Boltzmann’s entropy defi-
nition for a systerm in equilibrium, as given in (1).
Boltzmann distribution pr

pr =
1

Z
exp(−βEr) (3)

where pr is the probability that a system at temperature T is in the state r with
energy Er.
Partition function Z

Z =
∑
r

exp(−βEr) (4)

where the summation is over all microstates of the system.
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Basics of Statistical Mechanics

The parameter β is called the temperature parameter,

β =
1

kBT
(5)

Mean energy E = ⟨E⟩ of a system at temperature T is defined as

⟨E⟩ = E =
∑
r

Er ln pr = −∂ lnZ

∂β
= − 1

Z

∂Z

∂β
(6)

Helmholtz free energy F

F (T, V,N) = −kBT lnZ(T, V,N) (7)

F = ⟨E⟩ − TS (8)

S(T, V,N) =
⟨E⟩
T

− kB lnZ (9)
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Basics of Statistical Mechanics

Energy dissipation ⟨(∆E)2⟩ of a system at temperature T is defined as

⟨(∆E)2⟩ = ∂2 lnZ

∂β2
= −∂⟨E⟩

∂β
(10)

Heat capacity at constant volume

CV =
∂⟨E⟩
∂β

=
1

kBT
⟨(∆E)2⟩ (11)
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Shannon Entropy

Shannon Entropy

In information theory, the entropy of a random variable is the average level of ”infor-
mation”, ”surprise”, or ”uncertainty” inherent to the variable’s possible outcomes.
Given a discrete random variable X which takes values in the alphabet X and is
distributed according to p : X → [0, 1] the entropy is,

H(X) ≡ −
∑
x∈X

p(x) loga p(x) ,

where the sum is taken over the variable’s possible values. The choice of base a
for the logarithm, varies for different applications. Base 2 gives the unit of bits (or
”shannons”), while base e for natural logarithms (lnx) gives ”natural units” nat,
and base 10 gives units of ”dits”, ”bans”, or ”hartleys”. An equivalent definition of
entropy is the expected value of the self-information of a variable.
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Shannon Entropy

The concept of information entropy was introduced by Claude Shannon in his 1948
paper entitled ”A Mathematical Theory of Communication” and is also referred
to as Shannon entropy. Shannon’s theory defines a data communication system
composed of three elements: a source of data, a communication channel, and a
receiver.
The ”fundamental problem of communication” – as expressed by Shannon – is for
the receiver to be able to identify what data was generated by the source, based
on the signal it receives through the channel. Shannon considered various ways to
encode, compress, and transmit messages from a data source, and proved in his
famous source coding theorem that the entropy represents an absolute mathematical
limit on how well data from the source can be losslessly compressed onto a perfectly
noiseless channel. Shannon strengthened this result considerably for noisy channels
in his noisy-channel coding theorem.
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Shannon Entropy

As it was mentioned in the introduction already, when Shannon first derived his
famous formula for information, he asked von Neumann what he should call it and
von Neumann replied “You should call it entropy for two reasons: first because that
is what the formula is in statistical mechanises but second and more important, as
nobody knows what entropy is, whenever you use the term you will always be at an
advantage!!!
Entropy in information theory is directly analogous to the entropy in statistical
thermodynamics. The analogy results when the values of the random variable
designate energies of microstates, so Gibbs formula for the entropy is formally
identical to Shannon’s formula. Entropy has relevance to other areas of mathematics
such as combinatorics and machine learning. The definition can be derived from
a set of axioms establishing that entropy should be a measure of how informative
the average outcome of a variable is. For a continuous random variable, differential
entropy is analogous to entropy.
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Renyi Entropy

Renyi Entropy

In information theory, the Rényi entropy is a quantity that generalizes various
notions of entropy, including Hartley entropy, Shannon entropy, collision
entropy, and min-entropy.
The Rényi entropy is named after Alfréd Rényi, who looked for the most
general way to quantify information while preserving additivity for
independent events. In the context of fractal dimension estimation, the Rényi
entropy forms the basis of the concept of generalized dimensions.
The Rényi entropy is important in ecology and statistics as index of diversity.
The Rényi entropy is also important in quantum information, where it can be
used as a measure of entanglement. In the Heisenberg XY spin chain model,
the Rényi entropy as a function of α can be calculated explicitly because it is
an automorphic function with respect to a particular subgroup of the modular
group.
In theoretical computer science, the min-entropy is used in the context of
randomness extractors.
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Renyi Entropy

The Rényi entropy of order α, where 0 < α < ∞ and α ̸= 1, is defined as,

Hα(X) =
1

1− α
log

(
n∑

i=1

pαi

)
.

It is further defined at α = 0, 1,∞ as

Hα(X) = lim
γ→α

Hγ(X) .

Here, X, is a discrete random variable with possible outcomes in the set A =
{x1, x2, ..., xn} and corresponding probabilities pi

.
= Pr(X = xi) for i = 1, . . . , n

The resulting unit of information is determined by the base of the logarithm, e.g.
shannon for base 2, or natural for base e where e is the Euler mathematical constant
for natural logarithms. If the probabilities are pi = 1/n < for all i = 1, . . . , n, then
all the Rényi entropies of the distribution are equal.
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Tsallis Entropy

Tsallis Entropy

Tsallis Entropy 3 is defined through the expression,

Sq(pi) = k
1

q − 1

(
1−

∑
i

pqi

)
,

where, q is a real parameter sometimes called ”entropic-index” and k a positive
constant.
In the limit as q → 1, the usual Boltzmann–Gibbs entropy is recovered, namely

SBG = S1(p) = −k
∑
i

pi ln pi

Ishihara-2019: Tsallis-Linear Sigma Model
Petropoulos-2004: Linear Sigma Model

3Tsallis, C. Possible generalization of Boltzmann-Gibbs statistics. J Stat Phys 52, 479–487 (1988). https://doi.org/10.1007/BF01016429
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Tsallis Entropy

Non-additivity

Given two independent systems A and B, for which the joint probability density
function satisfies,

p(A,B) = p(A)p(B) ,

then, the Tsallis entropy of this system satisfies,

Sq(A,B) = Sq(A) + Sq(B) + (1− q)Sq(A)Sq(B) .

From this result, it is evident that the parameter (1−q) is a measure of the departure
from additivity. In the limit when the parameter q = 1, we find

S(A,B) = S(A) + S(B) ,

which is what is expected for an additive system. This property is sometimes referred
to as ”pseudo-additivity”.
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Kaniadakis Entropy
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Kaniadakis Entropy

Kaniadakis Entropy

The Kaniadakis statistics is based on the Kaniadakis κ–entropy, which is defined
through:

Sκ

(
p
)
= −

∑
i

pi lnκ
(
pi
)
=
∑
i

pi lnκ

(
1

pi

)
where p = pi = p(xi), x ∈ R and i = 1, 2, ..., N

As usual, normalization of probability demands,∑
i

pi = 1 ,

while κ, where 0 ≤ |κ| < 1 is called the entropic index.
The Kaniadakis κ–entropy is thermodynamically and Lesche stable and obeys the
Shannon-Khinchin axioms of continuity, maximality, generalized additivity and ex-
pandability.
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Kaniadakis Entropy

Starting with three influential papers twenty years ago Giorgio Kaniadakis 4 5 6

has pioneered the extension of Boltzmann’s Stosszahlansatz (molecular chaos hy-
pothesis) in the framework of special relativity by proposing a new entropy, which
emerged as the relativistic generalization of the Boltzmann–Shannon entropy. The
Kaniadakis entropy generates power-law tailed statistical distributions, which in the
classical limit reduce to the Maxwell–Boltzmann exponential distribution.
This new entropy, also known as κ-entropy or κ-deformed entropy, is considered
as one of the most viable candidates for explaining the experimentally observed
power-law tailed statistical distributions in various physical, natural, and artificial,
complex systems.

4Physica A 296, 405 (2001)
5Phys. Rev. E 66, 056125 (2002)
6Phys. Rev. E 72, 036108 (2005)
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Kaniadakis Entropy

Following the introduction of the Kaniadakis entropy, more than 150 statistical
physics papers contributed by more than 200 scientists have been published on the
subject. Relevant advances have been made in the physical foundations and math-
ematical formalism of the theory, as well as its applications in statistical physics
and thermodynamics, quantum statistics, quantum theory, plasma physics, nuclear
fission, particle physics, astrophysics and cosmology, seismology and geophysics,
waveform inversion, image processing, machine learning, networks, information the-
ory and statistical sciences, fractal theory, genomics, biophysics, economics, finance,
social sciences, and complex systems, among other topics.
The study of the Kaniadakis entropy and related functions is emerging as a rapidly
developing research field which attracts a steadily increasing number of researchers
from different countries and spans an ever-increasing domain of applications.
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Barrow Entropy

Barrow Entropy
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Barrow Entropy

Barrow Entropy

In Cosmology horizon entropy maximization has been examined assuming the semi-
classical Bekenstein-Hawking area law for the horizon entropy,

S =

(
A

A0

)
where A and denote the surface area of the Universe and Planck area, respectively.
Barrow entropy appears in the form:

S =

(
A

A0

)1+∆/2

where 0 ≤ ∆ ≤ 1 quantifies departure from Bekenstein-Hawking area law. In
particular, ∆ = 0 gives the standard limit, while ∆ = 1 corresponds to its maximal
deformation.
It has attracted much attention recently and there many research papers in cosmol-
ogy dealing with this idea.
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Prigogine ideas about entropy

Prigogine: ”La Fin des Certitudes”

There’s not space here to discuss Prigogine’s ideas about entropy, arrow of time,
systems out of equilibrium, not even to touch it ...

It should be many talks ...!!!

Ilya Prigogine, ”End of Certainty”, an intriguing book ...!!!!!
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